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Resumen La Union Europea esta liderando a nivel global la regulacion legal de la inteligencia
artificial (IA) y desarrollando una importante actividad legislativa, entre la que destaca la Ley
de IA. El propésito de este articulo es dar a conocer esta normativa y analizar 3 implicaciones
practicas que van a tener que gestionar los radiologos. En relacion con el «enfoque de riesgos»,
las aplicaciones de IA en radiologia van a ser clasificadas como de alto riesgo, lo cual conlleva
el cumplimiento de una serie de requisitos y obligaciones. En segundo lugar, la «supervision
efectiva del radidlogo» implica establecer niveles de supervision-automatizacion, su grado de
autoridad y definir como se van a documentar las recomendaciones de la IA en el informe
radioldgico. Por Gltimo, se examinan las formas de «responsabilidad legal» en las que puede
incurrir el radidlogo en el supuesto de que el binomio radiélogo-1A cometa un error diagnéstico.
© 2024 SERAM. Publicado por Elsevier Espana, S.L.U. Todos los derechos reservados.

The legal regulation of artificial intelligence in the European Union: A practical guide
for radiologists

Abstract The European Union is taking the lead globally on the regulation of Artificial Inte-
lligence (Al) and developing important legislation, namely the Al Act. The purpose of this
article is to describe this regulation and examine three implications that will affect radio-
logists. In relation to the ‘risk approach’, Al applications in radiology will be classified as high
risk, thus necessitating compliance with a series of requirements and obligations. Secondly,
‘effective radiologist supervision’ involves establishing supervision-automation levels, defining
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an appropriate degree of authority, and determining how Al recommendations will be docu-
mented in the radiological report. Finally, this article examines the different forms of ‘legal
liability’ that radiologists may incur in the event of a diagnostic error made by combined
radiologist-artificial intelligence.

© 2024 SERAM. Published by Elsevier Espana, S.L.U. All rights reserved.

Introduccion

En 1990 se publico la primera aplicacion de inteligencia
artificial (IA) en radiologia, utilizada en el diagnostico de
radiografias de torax neonatal'. Después de 4 décadas con
largos «periodos de invierno de 1A»?, se ha llegado a la situa-
cion actual, en la que se esta pasando rapidamente de la
etapa de investigacion experimental a la fase de implemen-
tacion practica’. En la actualidad son 127 los productos de
IA en radiologia que estan autorizados en la Union Europea
(UE) y estan marcados con Conformité Européenne* (CE).

En este Ultimo lustro los radidlogos se han encon-
trado, como se narra en Alicia detrds del espejo, ante un
mundo nuevo y sorprendente®, en el que estan asimilando
y ahadiendo decenas de nuevos términos y conceptos®, e
incorporando la IA no solo para fines diagndsticos, sino tam-
bién en mdltiples actividades y tareas no interpretativas
del proceso radioldgico’, en radiémica® y en biobancos de
imagenes’.

Es indudable que estamos ante una tecnologia disrup-
tiva que va a producir cambios rapidos y sustanciales en el
proceso radiolégico y en la forma de trabajo del radidlogo.
Esto va a suponer afrontar retos técnicos, formativos, profe-
sionales, laborales, sociales, éticos y legales. Estos Ultimos
generan incertidumbre, tanto a los pacientes como a los
radidlogos'?, y los riesgos legales derivados de su utiliza-
cion son una fuente de preocupacion solo superada por los
relacionados con la seguridad de los pacientes''. Su regula-
cion actualmente esta en debate y en evolucion, no existe
jurisprudencia sobre el tema vy, por otra parte, el impacto
de las demandas de responsabilidad por danos a pacientes
derivadas del uso de la IA es un tema abierto y todavia por
definir'2,

La UE esta liderando a nivel global la regulacion legal
de la IA, la cual se fundamenta en 2 grandes objetivos
estratégicos'>.

1. Lograr un «ecosistema de excelencia» que dote de recur-
sos para la investigacion e innovacion y que acelere la
adopcion de soluciones basadas en IA.

2. Establecer un «enfoque de confianza» que garantice un
proceso seguro, ético y que respete los derechos funda-
mentales de las personas.

Con este fin las instituciones de la UE estan desarrollando
una importante actividad legislativa: la mas relevante'>-22
aplicada a la radiologia se presenta en la tabla 1. Su norma

princeps es la futura «Ley de Inteligencia Artificial» (Ley-IA-
UE)'™.

Nuestro trabajo tiene como objetivo principal exponer
los principios basicos y obligaciones legales establecidos en
la normativa de la UE. Otros objetivos son examinar la apli-
cacion del concepto de supervision en la practica diaria
del radidlogo, analizar la responsabilidad del radidlogo en
el proceso diagndstico y aprender a gestionar los riesgos
legales de la IA.

Propuesta de reglamento sobre inteligencia
artificial: Ley de Inteligencia Artificial

La Ley-IA-UE™ fue presentada por la Comision Europea (CE)
en abril de 2021 y tiene un doble objetivo: garantizar que
en su aplicacién se cumplan unos requisitos de seguridad
elevados y prevenir danos y perjuicios a los usuarios. En
diciembre de 2022 el Consejo Europeo estableci6é su posi-
cion provisional sobre esta propuesta, y sento la base para
los preparativos de las negociaciones con el Parlamento
Europeo’ (PE). El 14 de junio de 2023 el PE aprobd esta
ley con la incorporacion de 779 enmiendas’®.

Actualmente, este proceso legislativo se encuentra en
la fase final y se prevé que termine en diciembre de 2023.
Hasta que se concluya y se apruebe, el texto puede estar
sujeto a cambios. No obstante, los aspectos practicos esen-
ciales aplicados a la radiologia y que se van a desarrollar
a continuacion (enfoque de riesgos, supervision humana y
responsabilidad) no han variado desde 2021, no se esperan
modificaciones sustanciales y es previsible que permanezcan
sin cambios?®%4,

Definicién legal de inteligencia artificial

La Ley-IA-UE define el «sistema de inteligencia artificial»
(SIA), como: «un sistema basado en maquinas disefado para
funcionar con diversos niveles de autonomia y capaz, para
objetivos explicitos o implicitos, de generar informacion de
salida —como predicciones, recomendaciones o decisiones—
que influya en entornos reales o virtuales»'®.

Requisitos generales de los sistemas de inteligencia
artificial en radiologia

Tienen la misma importancia, estan interrelacionados y
deben implementarse y evaluarse a lo largo del ciclo de vida
del SIA™ (fig. 1).
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Tabla 1

Normativa relevante de la Union Europea (UE)

Fecha

Organo

Documento

COMENTARIOS

Ley de Inteligencia Artificial (Libro blanco, guias y normas)

19-02-2020 Comision Europea - Libro blanco sobre inteligencia artificial - Desarrolla los principios de excelencia y
(IA): un enfoque europeo de la excelenciay confianza
la confianza'? - Sirve de base para la Ley de IA
- Primer documento en el mundo de estas
caracteristicas
21-04-2021 Comision Europea - Propuesta de reglamento sobre IA. Ley de - Primera Ley de IA en el mundo
|A14
06-12-2022 Consejo de la UE - Propuesta de reglamento sobre IA. Ley de - Establece la posicion provisional del
IA. Orientacion general (6 de diciembre de Consejo UE sobre la propuesta de la Ley de
2022)" IA
- Constituye la base para los preparativos
de las negociaciones con el Parlamento
Europeo
14-06-2023 Parlamento - Enmiendas aprobadas por el Parlamento - El Parlamento Europeo ha aprobado 779
Europeo Europeo el 14 de junio de 2023 sobre la enmiendas a la Ley de IA
propuesta de Reglamento del Parlamento - Algunas de ellas modifican
Europeo y del Consejo por el que se sustancialmente la Ley de IA
establecen normas armonizadas en materia
de IA (Ley de IA)'®
08-04-2019 Comision europea - Guias para una IA confiable del Grupo de - Concepto de IA confiable, basado en 7
expertos de alto nivel en inteligencia requisitos clave:
artificial: generar confianza en la 1. Agencia humana y supervision; 2.
inteligencia artificial centrada en el ser robustez técnica y seguridad; 3. privacidad
humano'” y gobierno de datos; 4. transparencia; 5.
diversidad, no discriminacion y equidad; 6.
bienestar ambiental y social; y 7.
responsabilidad.
17-07-2020 Comision Europea - Guias para una IA confiable del Grupo de - Propone una lista de verificacion de los 7

Responsabilidad civil IA

expertos de alto nivel en inteligencia
artificial. Lista de evaluacion de la
inteligencia artificial fiable para la
autoevaluacion'®

requisitos clave del documento «Generar
confianza en la inteligencia artificial
centrada en el ser humano»'’

20-10-2020

28-9-2022

Parlamento
Europeo

Parlamento y
Consejo Europeo

- Resolucion con recomendaciones
destinadas a la Comision sobre un régimen
de responsabilidad civil en materia de IA"°

- Propuesta de Directiva sobre
responsabilidad civil extracontractual en
materia de 1A%

Responsabilidad en danhos de productos defectuosos por IA

28-09-2022

Parlamento y
Consejo Europeo

- Propuesta de Directiva del Parlamento
Europeo y del Consejo sobre

- Analiza las nuevas formas de
responsabilidad civil

- Se centra en las reclamaciones al
operador de |IA

- Objetivo: establecer requisitos
uniformes para determinados
aspectos de la responsabilidad civil
extracontractual por los danos
causados por IA

- Especialmente en materia de
«prueba»

- Objetivo: adaptar la normativa de
productos defectuosos a la IA

responsabilidad por los danos causados por

productos defectuosos?’
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Tabla 1  (continuacion)

Responsabilidad civil 1A

Proteccion de datos-I1A
Parlamento y
Consejo Europeo

- Reglamento UE general de proteccion de
datos??

- Regula el tratamiento de los datos
personales de las personas fisicas y
garantiza su libre circulacion dentro
del mercado Unico

27-04-2016

Reglamentos: son actos legislativos vinculantes. Tienen un alcance general, son obligatorios y directamente aplicables los a Estados
miembros, y cualquier particular puede reclamar su cumplimiento ante los tribunales nacionales.

- Directivas. Son normas que vinculan a todos los Estados miembro. Establecen objetivos que todos los paises de la UE deben cumplir y
corresponde a cada pais elaborar sus propias leyes sobre como alcanzar esos objetivos (a través de su transposicion).

- Recomendaciones. No son vinculantes. Permiten a las instituciones dar a conocer sus puntos de vista y sugerir una linea de actuacion
sin imponer obligaciones legales a quienes se dirigen.

Fuente: Tratado de Funcionamiento de la Union Europea

2>

Privacidad y

Intervencion y
1 supervision 2
humana

Solidez y
seguridad 3
técnica

gobernanza de
datos

¢ Seguridad
¢ Derechos fundamentales L
* Precision

 Fiabilidad

¢ Accion humana
e Supervision humana

4 Transparencia 5

* Trazabilidad
* Explicabilidad
* Informacion

¢ Accesibilidad
* Participacion

6%
AAA&

Diversidad, no
discriminacién 6 y
y equidad

* No sesgos injustos

¢ Privacidad
¢ Calidad
¢ Integridad
¢ Acceso

¥

Bienestar social

medioambiental

* Sostenibilidad

Ley de Inteligencia Artificial UE: Articulo 4 bis |

Figura 1

Intervencion y supervision humanas

Se deben desarrollar y utilizar como una «herramienta» al
servicio de los pacientes, deben respetar su dignidad, auto-
nomia y funcionar de manera que puedan ser controlados y
supervisados adecuadamente por los radiologos’.

Solidez y seguridad técnicas
Deben minimizar los dafos inesperados, asegurar su soli-
dez en caso de problemas imprevistos, ser resistentes a los
intentos de modificar su uso o rendimiento y no permitir una
utilizacion ilicita por parte de terceros malintencionados'®.
En radiologia deben estar basados en un enfoque médico
claramente definido y deberian predecir los principales pun-
tos finales clinicos relevantes, con el objetivo de extraer

Requisitos generales de los SIA en la Ley-IA-UE.

asociaciones y sacar inferencias de una manera solida y
confiable?.

Privacidad y gobernanza de datos
Su utilizacion debe estar en conformidad con las normas
vigentes en materia de privacidad y proteccion de datos'®
(Reglamento General de Proteccion de Datos [RGPD]*) y en
el tratamiento de los mismos deben cumplir normas estrictas
en términos de calidad e integridad. Con el fin de facilitar su
disponibilidad e interoperabilidad la UE ha creado el Espacio
Europeo de Datos?®.

Su aplicacion en radiologia puede tener vulnerabilidades
y ser susceptible tanto de ciberataques generales?’” como
especificos?. Los sistemas de aprendizaje profundo pueden
verse comprometidos por ataques maliciosos a las image-
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Tabla 2 Lista de verificacion de requisitos generales de la Ley de Inteligencia Artificial de la Union Europea

1. Intervencion y supervision
humanas

2. Solidez y seguridad
técnica

3. Privacidad y gobernanza de
los datos

4. Transparencia

- ¢Ha informado a los pacientes que su diagnostico es fruto de una recomendacion de
un SIA?

- ¢Ha protocolizado la asignacion de tareas entre el SIA y el radiologo?: estableciendo
claramente los niveles de supervision y de autoridad de este facultativo

- Existe un procedimiento sobre: ;como se debe documentar en el informe
radioldgico sus posibles errores?

- En caso necesario: jexiste un procedimiento que permita interrumpir la
intervencion del SIA?

- Este procedimiento: ;aborta el proceso o delega el control al radidlogo?

- ¢Se han identificado y analizado los probables dafos que causaria el SIA si realizara
predicciones inexactas?

- ;Se han propuesto medidas para prevenir estos danos?

- ¢(Ha analizado formas de desarrollar el SIA o de entrenar el modelo con un uso
minimo de datos potencialmente sensibles?

- ¢Se cumple la normativa de la UE y espaiola de proteccion de datos?

- ¢Esta alineado el sistema con las normas pertinentes (p. €j. Normas ISO, IEEE...) o
con los protocolos generalmente adoptados para la gestion y gobernanza cotidianas
de los datos?

- EL SIA registra: jcuando?, ;donde, ;como? ;quién accede a los datos?, asi como jcon
qué proposito?

- {Ha adoptado medidas que puedan garantizar la trazabilidad y la documentacion
de los métodos de entrenamiento del algoritmo?

- Ha evaluado en qué medida se pueden comprender las decisiones y, por tanto, los

resultados del SIA?

- ¢Ha comunicado con claridad las caracteristicas, limitaciones y posibles
deficiencias del SIA a los pacientes?

5. Diversidad, no
discriminacion y equidad datos?

- ;Ha tenido en cuenta la diversidad y representatividad de los pacientes en los

- ¢Ha realizado pruebas para poblaciones especificas o casos de uso problematico?

6. Bienestar social y
medioambiental
de vida del SIA?

- ¢Se ha asegurado de introducir medidas para reducir el impacto ambiental del ciclo

IEEE: Institute of Electrical and Electronics Engineers; I1SO: International Organizacién for Standardization; SIA: sistema de inteligencia

artificial.

nes radioldgicas, que pueden provocar errores diagndsticos
y dafos a los pacientes?®.

Transparencia

Se debe facilitar una trazabilidad y «explicabilidad» adecua-
das e informar a los usuarios (pacientes) sobre sus derechos,
capacidades y limitaciones'®. Un SIA es «explicable» si
su funcionalidad y operativa puede presentarse de forma
no técnica a una persona no especialista®. Este concepto
contrasta con el de «caja negra», en el que incluso los
disenadores del algoritmo no son capaces de explicar por
qué el sistema llegd a una prediccion concreta®.

En radiologia la explicabilidad es una obligacion legal y el
objetivo final es convertir esa «caja negra» en una «caja de
cristal»??. En el supuesto de que se origine un error con dafio
la «transparencia» debe permitir auditar el sistema ante un
probable requerimiento legal®°.

Diversidad, no discriminacion y equidad

Su desarrollo y utilizacion deben promover la igualdad de
acceso, de género y la diversidad cultural, y evitar los efec-
tos discriminatorios y los sesgos injustos prohibidos por el
derecho espariol y/o de la UE™®.

En radiologia se debe garantizar la proteccion de las
poblaciones vulnerables y subrepresentadas e implementar
estrategias para mitigar este tipo de sesgos?.

Bienestar social y medioambiental
Los SIA deben utilizarse de manera sostenible y respetuosa
con el medio ambiente'. Su empleo tiene un importante
impacto medioambiental: los centros de datos consumen
entreel 1%y el 1,5% de la electricidad mundial, lo que repre-
senta aproximadamente el 1% de las emisiones mundiales de
gases de efecto invernadero®.

La UE ha publicado una lista de verificacion de estos
requisitos'”'®. En la tabla 2 se exponen adaptados a radio-
logia.

El enfoque de riesgos

Es la piedra angular de la Ley-IA-UE, la cual de forma
conjunta con el RGPD? y el Reglamento de Productos
Sanitarios®' constituyen la triada legislativa que regula la
posicion de la UE en este tema.
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Nivel de Riesgo Clasificacion

Descripcion o posible efecto adverso

Muerte

O deterioro irreversible del estado de salud

¢ Grave deterioro del estado de salud

Riesgo b
Medio - alto 3
Riesgo lla >
Medio

O un intervencionismo quirdrgico

Brinde informacion que se utilice para tomar
decisiones con fines diagnésticos o terapéuticos

{

| Nota: considerar el peor escenario posible: sin tener en cuenta su probabilidacj

Figura 2 Clasificacion niveles de riesgo de los SIA como producto sanitario.

Reglamento general de proteccion de datos

Cuando en el tratamiento de los datos se utilicen nuevas
tecnologias (IA) que entrafen un «alto riesgo» para los dere-
chos y libertades de las personas fisicas, el responsable
estad obligado a realizar una evaluacion del impacto de las
operaciones??.

Reglamento sobre productos sanitarios

Los SIA en radiologia, al influir en la toma de decisiones
clinicas (prevencion, diagnostico, seguimiento, prognosis
y tratamiento), deben ser calificados como productos
sanitarios®"*2, y van a ser clasificados en los niveles de
riesgo: lla, lIb y excepcionalmente en el "3 (fig. 2).

Con respecto a los SIA en radiologia es importante desta-
car:

1. Su comercializacion en la UE exige la obtencion del
marcado CE. En Espafa esta certificacion es emitida
por el Centro Nacional de Certificacion de Productos
Sanitarios**, adscrito a la Agencia Espafiola del Medica-
mento y Productos Sanitarios.

2. Unavez adquirida la certificacion CE. Los SIA, al igual que
el resto de las tecnologias sanitarias, para ser incorpora-
dos a la Cartera Comun de Servicios del Sistema Nacional
de Salud, deberan ser evaluados para su uso en la prac-
tica clinica habitual®.

3. En la base de datos Al for Radiology, de la plataforma
Grand Challenge, pueden consultarse los SIA radiologi-
cos que tienen marcado CE* y que, por tanto, cumplen
la regulacion de dispositivos médicos (Medical Device
Regulation), establecida en el Reglamento de productos
sanitarios.

Ley de inteligencia artificial de la Uniéon Europea

Niveles de riesgo

La Ley'*'® establece 4 categorias de riesgos: riesgo ina-
ceptable, alto riesgo, riesgo limitado y minimo (fig. 3). La
mayor parte y los mas importantes de los SIA utilizados en

el proceso radioldgico (indicacion, diagnéstico etc.), al ser
calificados como productos sanitarios y ser susceptibles de
afectar negativamente a la seguridad y/o derechos funda-
mentales de los pacientes, van a ser clasificados de alto
riesgo.

Requisitos y obligaciones de los sistemas de inteligencia
artificial de alto riesgo

En los mismos, antes de su puesta en el mercado, los provee-
dores e implementadores (hospitales-servicios-radiologos)
deberan cumplir unos requisitos obligatorios'® que se sin-
tetizan en la figura 4.

El requisito de la gestion de riesgos derivados de la utili-
zacion de sistemas de inteligencia artificial en radiologia es
un tema muy poco explorado y analizado; su implementa-
cion en el cribado de cancer de mama'' es un buen ejemplo
de buenas practicas y cumplimiento del mismo.

Supervision en radiologia

La Ley-1A-UE establece como principio cardinal la supervi-
sién humana'#, y en los sistemas de alto riesgo impone como
requisito imprescindible que su disefio y desarrollo permita
que sean «supervisados de manera efectiva por personas
fisicas»'®.

Puntualizaciones previas

La «supervision», tanto conceptualmente como terminolo-
gicamente, presenta rasgos de vaguedad y ambigliedad.

Vaguedad. Conceptualmente desde el punto de vista legal
tiene un caracter bifronte:

- Por una parte, esta juridicamente determinado en la Ley-
IA-UE™.

- Por la otra, es un concepto técnicamente indeterminado.
El desafio normativo va a consistir en establecer cual es
la supervision del radidlogo adecuada para las aplicacio-
nes concretas de los SIA y en sus distintos ambitos de
utilizacion.
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Niveles
Ley-IA-UE

Calificacion

Riesgo Practicas

inaceptable prohibidas

Tipos Radiologia

- Manipulacion cognitiva
del comportamiento

- Puntuacién social

- Identificacion biométrica

No debe tener

aplicaciones

- Legislacion salud y - Datos pacientes

— l
=/ Evaluacion de seguridad - Indicacion
:_ Alto riesgo . - Chat GPT usado - Generacion imagen
_I‘Q conformidad como parte de un - Diagnéstico
sistema - Etc.
[ 1
1 - Interaccién con - Uso ChatGPT
Riesgo Obligacién de o
1 - personas - Chatbots con
iimitado transparencia - Chatbots pacientes
. Riesao Sin obligaciones
& Llamados a adoptar Resto de usos
. minimo estandares similares

Ley-IA-UE: Ley de Inteligencia Artificial Unién Europea

Figura 3

Niveles de riesgo en la Ley-IA-UE.

Requisitos y obligaciones de los SIA de alto riesgo

Ley de Inteligencia Artificial UE: Articulos 9 a 14

1. Implantar Sistema de Gestién de Riesgos

2. Gobernanza de datos

3. Documentacion técnica
4. Registro de documentacion: trazabilidad

5. Transparencia y comunicacion de

informacion

6. Supervision humana efectiva
7. Precision, solidez y ciberseguridad

Figura 4

Ambigiiedad. Terminolégicamente ha sido traducido de
una forma polisémica. La version en lengua espaiola de
la Ley-IA-UE™ traduce human oversight como «vigilancia
humana» y modifica la traduccion del Libro blanco sobre IA
de la UE" donde se transcribe como «supervision humana».
Ademas market surveillance' se traduce como «vigilancia
del mercado», lo cual supone una reiteracion del término
vigilancia en contextos distintos.

Vamos a utilizar el vocablo «supervision» ya que es un
término conocido y aplicado legalmente en radiologia en 2
ambitos:

- En la «supervision» del personal colaborador: «el radio-
logo debe supervisar la correcta realizacion de los

- Todo el ciclo de vida

- De entrenamiento, de validacion y de prueba

- Previa a su utilizacion y debidamente actualizada

- Existencia “archivos de registro”

- Instrucciones de uso

- Todo el ciclo de vida

- Interfaz humano-maquina adecuada

- Todo el ciclo de vida del SIA

Requisitos y obligaciones de los SIA de alto riesgo.

procedimientos»¢ y «los técnicos realizan su trabajo bajo
la supervision del radidlogo»®’.

- En la «supervision» de médicos residentes: nivel personal,
indirecto y a demanda de supervision3®.

Asimismo, la literatura cientifica juridica es el término
que utiliza®-'.

En la actualidad la Ley-lA-UE no contempla la posibili-
dad que los SIA de alto riesgo sean autonomos. Por tanto,
la no supervision por parte del radiologo seria una conducta
ilegalM'“"‘O.

El rol de la supervision debe ser desplegado durante todo
el ciclo de vida* en el que pueda actuar el radidlogo: entre-
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SUPERVISION EFECTIVA DEL RADIOLOGO

Articulo 14 Ley-IA-UE

Objetivos

Prevenir o reducir al minimo los riesgos para:
1. Lasalud

2. La Seguridad

3. Los derechos fundamentales Privacidad

Proteccion de datos

Tendra en cuenta

1. Los riesgos especificos

2. El nivel de automatizacion

Vida, integridad y proteccion de la salud

3. Y el contexto del SIA

SIA: Sistema Inteligencia Artificial

Requisitos y obligaciones legales

Herramienta de interfaz radiélogo - SIA adecuada a los riesgos

Nivel suficiente de alfabetizacién: formacién y competencia.

Figura 5

namiento, validacion, revision, correccion y verificacion de
resultados.

Definicion

La supervision humana en radiologia es la secuencia de acti-
vidades a través de las cuales el radidlogo controla y guia
de forma efectiva los resultados generados por los SIA califi-
cados de alto riesgo, garantizando la exactitud diagnéstica,
calidad y seguridad de los mismos, y todo ello cumpliendo
los requisitos y obligaciones que establece la ley'*%40, Se
resumen en la figura 5.

Niveles de supervision

La Sociedad de Ingenieros de la Automocion (SAE) ha defi-
nido 5 niveles de supervision, basados en los grados de
automatizacion®. En radiologia, de manera equivalente,
se han propuesto niveles similares aplicados al proceso
diagndstico® .

En funcién de estas clasificaciones se proponen los
siguientes niveles:

Nivel 0. Tradicional:

- No existe SIA, ni supervision, y es el radidlogo el Unico
actor que controla todas las actividades y tareas del pro-
ceso.

Nivel 0.1. Asistencia al radiologo mediante diagndstico
asistido por ordenador (CAD) de primera generacion:

- El radidlogo controla el proceso tradicional con ayuda del
CAD’ aplicado a la deteccidon automatica de lesiones.

- Sensu estricto no se podria hablar de SIA, y por tanto no
seria de aplicacion el concepto legal de supervision.
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La autoridad necesaria para ejercer esa funcion
Durante todo el periodo en que los sistemas de IA estén en uso

Permitir una investigacion exhaustiva tras un incidente: ej. error diagnéstico

Requisitos y obligaciones legales de la supervision efectiva del radiélogo.

Nivel 1. Automatizacion parcial:

SIA: realiza la recomendacién actuando como una herra-
mienta auxiliar.

Radiologo: supervisa personalmente todas sus recomenda-
ciones.

Decision diagndstica: requiere la aprobacion final del
radiologo en todos los estudios.

Nivel 2. Automatizacion condicional:

SIA: realiza la recomendacion para una indicacion especi-
fica y ofrece 2 propuestas: imagen sospechosa-patologica
versus normal.

Radiologo: supervisa solo los resultados positivos o inde-
terminados, pero no los negativos (triaje automatizado de
casos normales).

Decision diagnostica: los casos positivos requieren la apro-
bacion final del radiologo, y en los no patologicos emite
un informe de normalidad basado en la prediccion del SIA.

Nivel 3. Alta automatizacion:

SIA: realiza la recomendacion para una indicacion espe-
cifica, en la que es capaz de llegar a un diagnostico
diferencial y recomendar un diagndstico de forma auto-
noma.

Radiologo: solo supervisa los casos complejos en los que
el SIA lo solicite o no sea capaz de actuar.

Decision diagnostica: los casos complejos requieren la
aprobacion final del radidlogo y en el resto emite un
informe tanto patoldgico como de normalidad basado en
la prediccion del SIA.

Nivel 4. Automatizacion total:
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Tabla 3 Niveles de automatizacion-supervision en radiologia
Nivel  Denominacion Rol del Rol del Supervision  Funcion delSIA Funcion del Informe
SIA radiologo delradiologo radiologo diagnostico
1 AutomatizaciorHerramienta Total Si - Emitir - Supervisa - Todos los
parcial auxiliar recomendaciones personalmente estudios requieren
en casos todos los estudios aprobacion final
previamente del radiologo
tasados
2 Automatizaciorindicacion Parcial Si - Realiza un - Supervisa solo - Resultados
condicional  especifica triaje los resultados positivos:
automatizado de  positivos o requieren
casos hormales indeterminados aprobacion final
- Pero no los del radiologo
negativos - Emite un informe
de normalidad
basado en la
recomendacion
del SIA
3 Alta auto- Indicacion Residual Si - Realiza un - Supervisa solo - Los casos
matizacion  especifica triaje los casos complejos
automatizado de complejos en los  requieren
casos normalesy que el SIA lo aprobacion final
patologicos solicite del radidlogo
- Emite un informe
tanto patoldgico
como de
normalidad basado
en la
recomendacion
del SIA
4 Automatizaciorindicacion Ninguno No - Diagnostico - Ninguna - SIA de forma
total general auténomo para autéonoma
todas las
indicaciones

SIA: sistema inteligencia artificial.

- SIA: realiza la interpretacion general para todas las indica-
ciones que se esperan de los radiologos. Es capaz de llegar
tanto a un diagnéstico diferencial como final y recomendar
mas estudios radiologicos.

- Radidlogo: en este escenario, su supervision es prescindi-
ble.

- Decision diagnostica: es definitiva, sin la aprobacion final
del radidlogo, y emitiria un informe final integrado auto-
maticamente en la historia clinica electronica, en un
formato estructurado, mediante un modelo de gene-
racion de lenguaje natural tipo generative pre-trained
transformer*.

En radiologia actualmente no existen SIA totalmente
automatizados y sin supervision del radiélogo. En este nivel
su rol no seria de supervision y estariamos ante escena-
rios similares a la «validacion»* del especialista de analisis
clinicos. En la tabla 3 se resumen los niveles 1 al 4.

Responsabilidad legal del binomio
radiologo-sistema de inteligencia artificial

La normativa en la Union Europea

El PE" y el grupo de expertos en Responsabilidad Civil e
IA han recomendado ajustes legales en las reglas sobre res-
ponsabilidad civil*® y, fruto de ello, la UE ha presentado 2
propuestas de directivas estrechamente vinculadas:

a. Directiva sobre responsabilidad civil extracontractual en
materia de IA?°. Su objetivo es mejorar el acceso a la
informacion y facilitar la carga de la prueba en relacion
con los danos provocados por los SIA.

b. Directiva sobre responsabilidad por los danos causados
por productos defectuosos’'. Su objetivo es introducir
normas que permitan dar garantias en caso de produccion
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Tres preguntas

12, ¢ Relacién causal entre

Informe radiolégico con SIA

el informe radiolégico y el dafio?

SIA: Sistema Inteligencia Artificial

22, ; Dano efectivo, cuantificable
y antijuridico ?

¢LEX ARTIS?
Infraccion de:
e Normas

32 ;Culpa? = JREEEIEEEE =y O Pro!ocolos B
¢ Guias de actuacion

v

1. RESPONSABILIDAD OBJETIVA

2. RESPONSABILIDAD SUBJETIVA

Sin culpa Con culpa

¥

................... > RESPONSABILIDAD CIVIL
v ¥ v v
1.1. Responsabilidad Administrativa 1.2. Civil por 2.1. Civil 2.2. RESPONSABILIDAD
Patrimonial producto defectuoso Extracontractual PENAL
Responsable: Responsable: Responsable: Responsable:
Servicio de Salud Fabricante Radidlogo Radidlogo

Figura 6  Algoritmo de los tipos de responsabilidad binomio radiélogo-SIA.

de danos por SIA. Para ello revisa la actual directiva sobre
productos defectuosos® de 1985, la cual no contemplaba
expresamente la responsabilidad por danos derivados de
la utilizacion de IA.

Estas normas, junto con la Ley-lIA-UE, son complemen-
tarias, se aplican en momentos diferentes y se refuerzan
mutuamente® y conforman la triada legislativa que regula
la posicion de la UE en este tema.

Preguntas y respuestas

¢Qué tipos de responsabilidad hay que aplicar?

Para que el acto radioldgico genere responsabilidad®"*? tie-
nen que existir 3 requisitos: un dafo al paciente, un «nexo
causal» entre el acto radiolégico y el dano y la presencia de
«culpa». En funcion del cumplimiento de estos requisitos se
distinguen 2 tipos de responsabilidad: objetiva —sin culpa—
y subjetiva —con culpa—, y subordinados a esta clasificacion
se distinguen los siguientes supuestos (fig. 6):

a. Objetiva-responsabilidad sin culpa: responsabili-
dad patrimonial-administrativa de la administracion
publica® y responsabilidad civil por productos sanitarios
defectuosos?'

b. Subjetiva-responsabilidad por culpa: responsabilidad
civil extracontractual?®>' y responsabilidad penal®.

En la responsabilidad civil extracontractual se regulan las
obligaciones que nacen de una accién u omision que causa
dano al paciente cuando media culpa o negligencia (articulo
1902 del codigo civil y siguientes).

En la responsabilidad penal el radidlogo debe cometer un
delito o falta que estén tipificados en el codigo penal (por
ejemplo delitos de homicidio o lesiones por imprudencia).

¢{Como se demuestra el nexo causal?

La «opacidad»>>>* puede dificultar o incluso hacer imposible
para las partes interesadas (paciente, radiologo etc.), com-
prender y explicar el proceso interno que ha originado una
decision concreta, y por tanto obtener los elementos proba-
torios para determinar quién tiene la responsabilidad. Puede
ser causada por modelos de «caja negra-Black-Box»°, datos
sesgados 0 cambios no explicados derivados de la capacidad
de autoaprendizaje del sistema («plasticidad»)*°.

La opacidad obstaculiza que se cumplan los prin-
cipios legales de «transparencia», «explicabilidad»*® y
«auditabilidad»’’; esta Gltima es la cualidad que permite
que un SIA sea auditado ante un requerimiento legal.

Los cambios procesales de la propuesta de directiva sobre
responsabilidad civil extracontractual en materia de 1A% tie-
nen como objetivos minimizar el problema de la opacidad,
estableciendo la presuncion de causalidad en caso de culpa
y facilitar el derecho de acceso a las pruebas.

¢Quién es el responsable de los dafos?
Podriamos estar ante varias posibilidades:

a. Responsabilidad auténoma del SIA. Aunque existe una
interesante doctrina juridica sobre este tema y se ha
propuesto otorgar personalidad juridica a la IA*®, actual-
mente el sistema legal de la UE no contempla esta
posibilidad™.

b. El radidlogo. Este facultativo siempre va tener presun-
cion de responsabilidad, no solo por sus obligaciones
legales actuales®', sino también por las propias inheren-
tes a la utilizacion del SIA®C,

c. Los establecimientos sanitarios. En el supuesto de que
el radidlogo siguiese las indicaciones erroneas del SIA,
el hospital-servicio de radiologia también podrian tener
responsabilidad vicarial por los errores cometidos por los
radidlogos®’.
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Rol del SIA

SIA: sistema Inteligencia Artificial

Situacion

SIA
SIA Independiente

Auténomo

Nivel 4

Nivel
supervision

Responsabilidad

SIA personalidad
juridica

Escenario

Validacion
OBJETIVA

SIA producto

Interfase SIA Nivel 3 Supervision defectuoso
Radi6logo-SIA As's“i“‘e cis Radiélogo
{nteriage S Radidélogo
i Nivel 1
Radi6logo-SIA "'e"am'le“‘a
CAD 1° generacion
Sin SIA Nivel 0.1 Radidélogo
Radidlogo |

Situacion actual Sin SIA Nivel 0 Radidlogo

Figura 7 Conexion de los niveles de supervision y los tipos de responsabilidad.

d. Eldesarrollador -fabricante. De acuerdo con la propuesta
de la Directiva sobre responsabilidad por los dafos cau-
sados por productos defectuosos, serian responsables si
se prueba que el SIA presenta defectos?'.

Supervision del radidlogo y tipos de
responsabilidad

A la hora de analizar la conexion entre niveles de super-
vision del radidlogo y tipos de responsabilidad, nos vamos
a cefir a su actuacion en el proceso diagndstico, lo que
incluye: inferencia diagnostica, toma de decisiones, genera-
cion de informes y comunicacion de resultados. En este rol
su funcion principal es garantizar la exactitud diagndstica y
seguridad de los informes radiologicos.

El analisis de las conexiones de las otras fases del ciclo
de vida quedan fuera del alcance de esta publicacion.

Niveles de automatizacién-supervision

Es primordial definir claramente como se va a utilizar el
SIA, en el flujo de trabajo del proceso diagndstico: como
una recomendacion (en la que se supervisa el 100% de los
estudios), como un triaje automatizado de casos normales
(solo se supervisan los patologicos) o como un diagndstico
totalmente automatizado®. Se ilustran en la figura 7.

SIA como herramienta: nivel 1

Si su uso principal es simplemente el apoyo a la decision
del radidlogo, el cual toma en todos los casos la determi-
nacion final y emite el informe, la contestacion es obvia: el
radidlogo asume siempre el riesgo de responsabilidad®. El
impedir que el SIA sea un actor principal y limitar su uso a
una herramienta que apoye el proceso de toma de decision

del radidlogo, desde una perspectiva de responsabilidad, es
el enfoque mas seguro®.

SIA como asistente: niveles 2y 3

Se utiliza como un asistente en lugar de una herramienta,
en el que actlia de forma independiente solo en situacio-
nes preestablecidas y tasadas, bajo la supervision periddica
y regular del radidlogo. En este supuesto la responsabili-
dad en primera instancia es del facultativo y si demostrara
que ha supervisado con un nivel de diligencia correcto y que
el error es atribuible al sistema se podria abrir la via de
responsabilidad por productos defectuosos™.

SIA auténomo: nivel 4

En este supuesto, al carecer de personalidad juridica, no
puede ser directamente imputable®® y estariamos ante
escenarios de responsabilidad objetiva. Algunos autores
argumentan que no es necesario otorgarles una personali-
dad juridica, ya que el dafo puede y debe ser atribuible a
personas y organismos existentes®.

Gestion del riesgo legal del error diagnostico

La actuacion conjunta del binomio radiologo-SIA puede
cometer errores dependientes de 2 factores: la prediccion
correcta o equivocada del SIA y la supervision efectiva o
inefectiva del radiologo. Dependiendo de su interaccion
podemos prever los siguientes escenarios de riesgo legal
(fig. 8).

Error por comision (accion)

El SIA realiza una recomendacion correcta y da una alerta
de verdadero positivo o de verdadero negativo, el radiologo
la rechaza y comete un error con dafio® %%, En este caso
el facultativo es responsable del error y ademas existe una
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ERROR por COMISION-ACCION

S.L.A. emite una recomendacién HALLAZGO RADIOLOGO INFORMA RESPONSABILIDAD COMENTARIO ACTUACION del RADIOLOGO
CORRECTA de: REAL RADIOLOGO
ACEPTA Patologia NO \ Actuacién correcta
= e
Verdadero + Patoléglco NO ACEPTA No acepta la recomendacion, discrepa del SIA.
Normal Si ® Modifica activamente su propuesta
® Debe justificar en el informe la discrepancia
Verdadero - No Patolégico NO ACEPTA | Patologia S| = Prueba documental (SIA como testigo experto)
ACEPTA Normal NO \' Actuacién correcta

ERROR por OMISION

S.I.A emite una recomendacion HALLAZGO RADIOLOGO INFORMA | RESPONSABILIDAD ACTUACION del RADIOLOGO
INCORRECTA de: REAL RADIOLOGO
NO ACEPTA |N | NO i
Failses No Patolégico ofing i V' Actuacién correcta
ACEPTA Patologia Sl B No corrige el error
ACEPTA Normal Sl i .
Falso - Patolégico - Supervisa el estudio
NO ACEPTA | Patologia NO V' Actuacion correcta
ERROR por COMISION por OMISION B puede generar responsabilidad penal
S.LA. emite una recomendacion HALLAZGO RADIOLOGO INFORMA | RESPONSABILIDAD COMENTARIO
INCORRECTA de: REAL RADIOLOGO
m E| radiélogo no corrige el error
Falso - Patolégico ACEPTA Normal sI = No supervisién

® Violacién de la obligacion legal de supervision

Figura 8 Escenarios riesgo legal error diagnostico del binomio radidlogo-SIA.
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prueba de que ha infringido su recomendacion. El SIA se con-
vertiria, metaféricamente, en un «testigo experto» contra
el radidlogo®®. Sensu stricto este facultativo tendria que jus-
tificar en el informe por qué ha ignorado la alerta, lo cual
aumentaria sustancialmente su carga de trabajo® .

Error por omision

El SIA realiza una recomendacion incorrecta de alerta de
falso positivo o falso negativo, el radiologo sigue esta reco-
mendacidn y al supervisar omite corregir el error®®, Sera
responsable del mismo y en su descargo podria alegar que
ha seguido la indicacion del sistema.

Error por comision por omision

El SIA realiza una propuesta incorrecta de falso negativo;
clasifica una imagen como normal y es patologica. El radio-
logo sigue esta recomendacion y emite un informe de
normalidad sin supervisar. Este supuesto supone un alto
riesgo juridico, ya que este profesional podria ser impu-
tado por el error penalmente, por un delito de comision por
omision®.

Con independencia del tipo de error hay estudios que
indican que cuando el SIA propone datos incorrectos los
radiologos cometen mas errores que los que cometerian sin
su participacion, y aumentan las tasas de error por falsos
negativos y falsos positivos’®.

La adecuada gestion legal de estos errores requiere:

- Conocer vy evitar los sesgos de autoridad”,
automatizacion’' y confirmacion’?.

- Establecer directrices de como documentar las recomen-
daciones del SIA, tanto normales’®, como errdneas en el

informe radioldgico’’.

Codigos de buenas practicas

En este aspecto el papel de las sociedades cientificas es pri-
mordial, ya que deben establecer estos codigos en todo el
ciclo de vida del SIA (con especial énfasis en el proceso diag-
nostico), recomendando indicadores-estandares de calidad
y seguridad. También deben determinar cuales son las mejo-
res practicas de formacion basica y continuada, tanto para
residentes, como para especialistas’*.

Para finalizar

Los SIA se encuentran en su fase inicial y somos conscientes
de que las cuestiones que hemos analizado son suscepti-
bles de revision, actualizacién y pueden quedar obsoletas
a medio plazo. A pesar de estas incertidumbres tenemos 2
certezas:

1. La maximizacion de sus beneficios y mitigacion de sus
riesgos requiere un enfoque intrinsecamente multidis-
ciplinar y la participacion de radidlogos, ingenieros,
matematicos, cientificos de datos, expertos en bioética
y juristas.

2. Los radidlogos son profesionales innovadores, y como
tales, tendran que aprender a convivir con mas pregun-

tas que respuestas y, lo mas importante, a disfrutar con
ello”.

Conclusion

Es necesario que los radidlogos adquieran formacion sobre
aspectos de responsabilidad y los requisitos legales que los
SIA deben cumplir en la UE, ya que previamente a su imple-
mentacion en entornos clinicos les corresponde (junto a
otros actores) garantizar que su aplicacion cumple las obli-
gaciones relacionadas con la: fiabilidad, robustez técnica,
seguridad, privacidad y gobierno de datos, transparencia,
explicabilidad, auditabilidad, no discriminacion, equidad,
reduccion del impacto ambiental, supervision y marcado CE.

También deben ser conscientes de que, debido a la opa-
cidad, pueden validar lo desconocido («caja negra») y que
sus decisiones diagndsticas pueden verse afectadas por los
sesgos de automatizacion, autoridad y confirmacion.

La calificacion legal de estos sistemas como de alto riesgo
exige una adecuada gestion de los mismos (incluidos los
legales) y una supervision efectiva. Este Ultimo es un requi-
sito imprescindible, en el que por seguridad juridica deben
estar previamente protocolizados los niveles de supervision-
automatizacion, el grado de autoridad del facultativo y
como se van a integrar y documentar las recomendaciones
del SIA en el informe radioldgico.

En el escenario actual, en el que se utilizan como una
herramienta (nivel 1 de supervision), el radidlogo siempre
es el responsable legal en caso de error y no supervisar es
una conducta de alto riesgo legal. A partir del nivel 2 de
supervision estos sistemas requieren garantizar la exactitud
diagnostica, validaciones y evaluaciones exhaustivas antes
de poder utilizarlos de forma fiable para su uso en la practica
clinica habitual.
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